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Utility Stored Procedures for ASE Performance Monitoring

A collection of tables and stored procedures is available for performance monitoring.  These provide time slice information on specific sub-reports of sp_sysmon. 

There are pros and cons of using this system versus sp_sysmon (including file or paper outputs).

1) The monitor reports may be inaccurate if there have been changes to memory, caches, pools, and/or devices for the time span that the reports are run.

2) The effects of changing a system attribute or changing the application mix should be more easily seen with the time-slice reports.  Note the considerable time-slice variations in Appendix B.

3) Knowing which of the many reports to run in your environment may not be easy to determine.  See Appendices A and B.

4) Sp_monsummary provides a high-level view of performance.  The remaining procedures provide for more specific information.

5) More data is available with sp_sysmon.  However the "forest" may be clearer with the monitor reports.  (Also sp_sysmonseq will provide most of the sp_sysmon data and, overall, is more flexible with its report options.)

6) The tables will probably consume a lot of space.

A pair of tables, umonhistsummary and umonhistory, are used.  The table keys are an artificial sequence value.  Stored procedure updt_umonitor is run from an infinite loop by a background task and updates the two tables.  The tables are updated in a circular fashion (newest information replaces oldest time slice information) by updt_umonitor.  The time slice durations and pauses between the time slices are configurable for updt_monitor.

The stored procedure collection basically provides (1) various procedures for time series analysis of the data, and (2) the equivalent of Sybase’s sp_sysmon procedure for a specified time slice.  Stored procedure sp_monsummary intervals is available for acquiring “forest” data and other stored procedures provide “tree” information.

Sp_sysmonseq seq [, sections] is a modified version of sp_sysmon.  It reads information from the two tables instead of master.dbo.sysmonitors and calls the same subroutine stored procedures as sp_sysmon.   Data is not stored by application name and/or login name, i.e., there is no equivalent of sp_sysmon's appl_only or appl_and_login parameter values.

1) Seq indicates the sequence number of the time slice data to be displayed.  Appropriate values can be determined from the reports listed below.

2) Sections indicates which sp_sysmon reports should be reported.  The value can include many sections instead of the single section for sp_sysmon.  It is recommended that the default value be customized; it currently lists all sections (comma separated).  The procedure can then be executed with a NULL value for sections if all report sections are desired.  Note that a value of "mdcache" will generate both the dcache and mdcache reports because the literal "dcache" is contained within "mdcache".

If the sysmonitors table changes then update_monitor and sp_sysmonseq will have to be synchronized with it.  If the sp_sysmon driver changes then sp_sysmonseq must change accordingly.  There are no changes from the 11.0.3.1 version with regards to sysmonitors or sp_sysmon.
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These procedures do not use database contextual system tables.  (Nor does sp_sysmon for that matter.)  However it is convenient to execute these procedures from any database.  Therefore the drivers are loaded in sysbsystemprocs with the "sp_" prefix.  They execute the "real" code that will be stored in the monitor database.  This will reduce space usage in sybsystemprocs.  Note that with each Sybase release there seems to be (1) an increase in the number of Sybase-provided procedures in sybsystemprocs, (2) executable sizes increase, and (3) the minimal space used for sysprocsdev increases.

The performance monitoring software is in:

monsetup.sql
creates the base tables; you probably don't want to run this for an


upgrade

monitor1.sql
creates most of the monitor utility stored procedures

monitor2.sql
creates procedures updt_monitor and sp_monsummary; you may 


not want to run this for an upgrade

runmon.sql
"runs" the background monitor SQL

The procedures within monitor2.sql must be synchronized with each other.  The file can be ignored and the preexisting procedures (e.g., for version 11031C) used.  The sp_monsummary procedure in this file differs from the 11031C version by not listing LOCK PRMOT and LOCK GRANT values and by listing CACHE HITS.  Customizing the procedure pair is a third option.

There are three “configuration variables” which should be set before running (in the above order) the appropriate SQL script files:


##database
name of monitor database

##wait
sample duration for each sequence


##pause
time between sequence samples

If "consecutive monitoring" is desired then the "waitfor … ##pause …" line should be commented out in monsetup.sql.  If "periodic monitoring" is desired then a value should be put in for ##pause.  (By "periodic monitoring" I mean "sample for time interval, wait, sample for time interval, wait, …"  In this case it may also be desirable to modify sp_monsummary to print out both the start and end times for each sample.)  The number of rows inserted by monsetup.sql into umonhistsummary should be the number of time series samples desired.  It is important that the datetimes inserted are different; make sure that each insert has its own "go" statement.  If more than 255 samples are desired then the seq column definition in monsetup.sql and monitor.sql must be adjusted to a smallint.  A system administrator can run runmon.sql from a simple batch file such as:


isql  -S<server>  -Usa  -P<password>  -e  -irunmon.sql

For a database with 60 samples, 2 CPUs, 4 data caches, and 15 disk devices approximately 5,000 pages are required for the two monitor tables.

If this collection is used separately from my collection of (general) utility procedures then the sp_addcomment SQL can be either eliminated or ignored since the procedure won't exist.

Appendix A

List of Performance Monitoring Stored Procedures


Procedure
Description

 
------------------
------------------------------------------------------------------------------------------


monapfagg
Lists aggregate monitor Asynchronous PreFetch info for last 



INTERVALS


monapp
Lists monitor Application Management info for last INTERVALS


moncache
Lists monitor Cache/Pool info for CACHENAME for last INTERVALS




default is "default data cache" for 15 intervals


moncacheagg
Lists aggregate monitor Cache info for last INTERVALS


moncontext
Lists monitor Context  info for last INTERVALS


mondelay
Lists monitor Delay info for last INTERVALS


mondevice
Lists monitor I/O info for DEVICE for last INTERVALS


mondeviceagg
Lists aggregate monitor I/O info for last INTERVALS


monindex
Lists monitor Index Management info for last INTERVALS


monlock
Lists monitor Lock info for last INTERVALS


monmeta
Lists monitor Metadata info for last INTERVALS


monmode
Lists monitor Transaction Mode info for last INTERVALS


monnetwork
Lists monitor Network I/O info for last INTERVALS


monsummary
Lists monitor Summary info for last INTERVALS


monulc
Lists monitor User Log Cache info for last INTERVALS



sysmonseq
Lists sp_sysmon data for SEQ with SECTIONS option

Appendix B

Monitor Output Examples

The following procedures and their outputs are from a production server.  The first output is from sp_monsummary.  The remaining outputs are in alphabetical order.  All of the examples in Appendices B and C are from the same session.

sp_monsummary 6

             CPU%  <---DEVICE---->   LOG           <--CACHE%->

 SEQ TIME  MIN-MAX READS    WRITES WRITES  XACTS   DATA   PROC DLK CACHE HITS

 --- ----- ------- ------- ------- ------- ------- ----- ----- --- -----------

  35 13:55   26-57   3,743 103,924  24,101     184  98.9  78.7   0   3,318,597

  36 14:05   23-55   4,363 100,142  21,636   1,362  98.9  99.7   0   3,229,676

  37 14:15   40-57  19,329  65,708  15,570   2,038  98.8  99.0   0   3,942,424

  38 14:25   19-83   1,833  57,449  13,885     171  99.5  98.2   0   7,508,334

  39 14:36   16-44   9,881  75,802  18,872   3,464  98.8  99.2   0   2,919,788

  40 14:46    4-11     178  11,124   3,052   2,467  99.7 100.0   0   1,134,465

(6 rows affected)

(return status = 0)

sp_monapfagg 6

                       <--- CACHED ---> <--- DENIED ----> <----- OTHER ----->

 SEQ REQUESTED ISSUED  CLEAN     LOCKED I/O LIMIT   REUSE USED   WAIT   DSCRD

 --- --------- ------- --------- ------ --- ------- ----- ------ ------ -----

  35     3,167   1,333     1,673    154   4       0     3  1,113    870     0

  36        76      36        31      0   0       0     9     51     36     0

  37    67,784  12,931    54,126    478   2       0   247 11,240 10,885     0

  38         2       2         0      0   0       0     0      1      1     0

  39        28       1        17      0   0       0    10      0      0     0

  40        20       0        20      0   0       0     0      0      0     0

(6 rows affected)

(return status = 0)

sp_moncacheagg 6

     <----- CACHE% ------> <-------- TOTAL PAGES --------> <----- ISO 0 ----->

 SEQ HIT   WASH MRU  LARGE GRAB        USE         DIRTY   PAGES       RESTRTS

 --- ----- ---- ---- ----- ----------- ----------- ------- ----------- -------

  35  98.9  0.4  0.0  97.0       8,108       3,887       0           0       0

  36  98.9  0.4  0.0  96.2       4,720       4,518       0           0       0

  37  98.8  2.2  0.0  92.7      30,352      26,270       0           0       0

  38  99.5  0.7  0.0  99.2       1,940       1,771       0          27       0

  39  98.8  1.3  0.0  62.2      18,897      18,097       0           0       0

  40  99.7  2.2  0.0  95.4         465         139       0           0       0

(6 rows affected)

(return status = 0)

sp_moncache 'default data cache', 6

     <------ CACHE% ------> <----- 2K POOL ------> <----- 16K POOL ----->

 SEQ HIT   WASH  MRU  LARGE GRAB    USE     DIRTY  GRAB    USE     DIRTY

 --- ----- ----- ---- ----- ------- ------- ------ ------- ------- ------

  35  99.2   0.4  0.0  63.0   3,119   2,984      0   4,952     868      0

  36  99.1   0.4  0.0  43.2   4,059   3,930      0      96      23      0

  37  99.1   2.1  0.0  58.3  17,721  17,701      0  12,256   8,477      0

  38  99.2   1.8  0.0   0.0   1,780   1,720      0      24       0      0

  39  99.8   1.2  0.0  18.2   1,180     784      0      40       0      0

  40  99.9   2.1  0.0  32.4     149       0      0     200     136      0

(6 rows affected)

(return status = 0)

sp_moncache logcache, 6

     <------ CACHE% ------> <----- 2K POOL ------> <----- 4K POOL ------>

 SEQ HIT   WASH  MRU  LARGE GRAB    USE     DIRTY  GRAB    USE     DIRTY

 --- ----- ----- ---- ----- ------- ------- ------ ------- ------- ------

  35  64.5   0.0  0.0  99.6       0       0      0       0       0      0

  36  60.7   0.0  0.0  96.8       0       0      0     546     546      0

  37  71.5   0.0  0.0  99.4       0       0      0      46      46      0

  38  68.8   0.0  0.0  99.2       0       0      0       0       0      0

  39  71.5   0.0  0.0  62.2       1       1      0  17,240  17,240      0

  40  77.8   0.0  0.0  99.4       0       0      0       0       0      0

(6 rows affected)

(return status = 0)

This procedure has been modified to also list "OTR%: Other Causes" since this example was generated.
sp_moncontext 6

    VY:  Voluntary Yields               LLPW: Last Log Page Writes

    CSM: Cache Search Misses            MC:   Modify Conflicts

    SDW: System Disk Writes             IODC: I/O Device Contention

    IOP: I/O Pacing                     NPR:  Network Packet Received

    LLC: Logical Lock Contention        NPS:  Network Packet Sent

    ALC: Address Lock Contention        SL:   Sysindexes Lookup

    LSC: Log Semaphore Contention       OTR:  Other Causes

    GCS: Group Commit Sleeps

 SEQ VY% CSM% SDW% IOP% LLC% ALC% LSC% GCS% LLPW% MC% IODC% NPR% NPS% SL%

 --- --- ---- ---- ---- ---- ---- ---- ---- ----- --- ----- ---- ---- ---

  35  18    3   17   12    0    0    0    0    18   2     0    6    1   0

  36  14    4   11    8    0    0    0    0    12   0     0    5   17   0

  37   7    5    2    4    0    0    0    0     4   0     0    5   24   0

  38  30    5   13   11    0    0    0    0    13   0     0    3    3   0

  39   7   10    1    4    0    0    0    0     4   0     0    7   27   0

  40  10    0    0    1    0    0    0    0     3   0     0    8   32   0

(6 rows affected)

(return status = 0)

sp_mondelay 6

           <-- DELAYS ---> <--- SEMAPHOR WAIT --->  BUSIEST

 SEQ TIME  DEVICE  NETWORK DEVICE  ULC     LOG     SPINLOCK%

 --- ----- ------- ------- ------- ------- ------- ---------

  35 13:55       0       0     325      96       0  0.0  0.0

  36 14:05       0       0      82       9       0  0.0  0.0

  37 14:15       0       0     234      70       7  0.0  0.0

  38 14:25       0       0      12       1       9  0.0  0.0

  39 14:36       0       0      13       0       0  0.0  0.0

  40 14:46       0       0       0       0       0  0.0  0.0

(6 rows affected)

(return status = 0)

sp_mondeviceagg 6

     <------- READS -------> <------ WRITES -------> <--SEMAPHORE-->   I/O

 SEQ DATA    TEMPDB  LOG     DATA    TEMPDB  LOG     GRANT      WAIT  DELAY

 --- ------- ------- ------- ------- ------- ------- ------- ------- -------

  35   3,743       2      57  55,742     264  47,918 163,103     325       0

  36   4,363     111     239  56,590      11  43,541 158,796      82       0

  37  19,329      32      70  35,790   1,812  28,106 136,181     234       0

  38   1,833       1      73  25,894   4,367  27,188  87,651      12       0

  39   9,881       7   8,726  38,286     604  36,912 133,170      13       0

  40     178       1       3   5,704     342   5,078  16,870       0       0

(6 rows affected)

(return status = 0)

sp_mondevice data04c, 6

                                 <--SEMAPHORE-->

 SEQ TIME  READS   WRITES  I/O%  GRANT      WAIT

 --- ----- ------- ------- ----- ------- -------

  35 13:55   1,292  13,562  13.8  22,815     241

  36 14:05   2,540  14,768  16.6  27,216      37

  37 14:15   1,307  23,188  28.8  37,301     195

  38 14:25      72     392   0.8     732       0

  39 14:36      95     632   0.8   1,138       0

  40 14:46      86     408   4.4     784       0

(6 rows affected)

(return status = 0)

sp_monindex 6

     <------ DELETE -------> <--- INSERT/UPDATE ---> <- PAGES -> <- ROW ID -->

 SEQ OPS     PGS/OP    NCI%  OPS     PGS/OP    NCI%  SPLIT MERGE PAGES  ROWS

 --- ------- --------- ----- ------- --------- ----- ----- ----- ------ ------

  35  69,281         1 100.0  54,597         4 100.0   871   904    874 23,140

  36  27,403         1  99.3  26,928         8  99.3   403   348    836 21,569

  37  29,517         1  99.3  79,963         1  99.8 1,019   439  1,517 39,227

  38      43       768  37.2     184       371  85.3   175     0      7     66

  39     468       531   6.4     740       347  40.8    40     9     24    245

  40     325        31  15.4     490        16  43.9     9     0     10    101

(6 rows affected)

(return status = 0)

sp_monlock 6

           <----- LOCK ------> <-------- PROMOTES --------> <DEADLOCKS>

 SEQ TIME  REQUESTS    WAITS   EXCLUSIVE SHARED    FAILED   FOUND SRCHD

 --- ----- ----------- ------- --------- --------- -------- ----- -----

  35 13:55   2,701,435       0        13        17        0     0     0

  36 14:05   2,656,874       3        19         1        0     0     0

  37 14:15   2,486,574       1        14        63        0     0     0

  38 14:25   1,360,698       0         6        34        0     0     0

  39 14:36   1,987,418       2         6        63        0     0     0

  40 14:46     643,934       0         0        96        0     0     0

(6 rows affected)

(return status = 0)

sp_monmeta 6

                    OPEN

           TOTAL <DATABASE> <--- OPEN OBJECT ---> <------- OPEN INDEX ------->

 SEQ TIME  FAILS FREE REUSE FREE   REUSE   SPIN%  FREE   REUSE   SPIN%  HASH%

 --- ----- ----- ---- ----- ------ ------- ------ ------ ------- ------ ------

  35 13:55     0    1     0      0 202,000   0.00      0  23,062   0.01   0.00

  36 14:05     0    1     0      2 202,038   0.00      0  23,066   0.00   0.00

  37 14:15     0    1     0     13 202,039   0.00      1  23,082   0.00   0.00

  38 14:25     0    1     0      1 202,053   0.00      1  23,085   0.00   0.00

  39 14:36     0    1     0      2 202,104   0.00      0  23,087   0.00   0.00

  40 14:46     0    1     0      2 202,106   0.00      0  23,087   0.00   0.00

(6 rows affected)

(return status = 0)

sp_monmode 6

     <---DELETES---> <---INSERTS---> <-----------UPDATES----------->

 SEQ DIRECT  DEFERRD HEAP    CLUSTER INPLACE CHEAP   EXPENSV  DEFERR

 --- ------- ------- ------- ------- ------- ------- ------- -------

  35  69,992   5,911     271 207,895  31,655   1,209       0   5,886

  36  37,632   3,628   2,226 221,563   1,827   1,671       1   3,608

  37   1,285  20,104 124,178  82,053  29,573   4,828       0  19,916

  38     352  16,350  35,089  52,138      80       6       0  16,208

  39   9,556 119,621  56,079 137,242     464     394      14 119,328

  40   2,383   3,880  52,321   4,960     272     250       6   2,816

(6 rows affected)

(return status = 0)

sp_monnetwork 6

                                                    AVERAGE     TDS

           <- NETWORK I/O --> <------ KB -------> <BYTES/PKT>  LOAD%

 SEQ TIME  REQUESTS   DELAYS  RECEIVED  SENT      RCVD  SENT  MIN-MAX

 --- ----- ---------- ------- --------- --------- ----- ----- -------

  35 13:55      5,394       0     1,760       183   414   180   18-81

  36 14:05     21,999       0       939     6,739   177   409   15-84

  37 14:15     33,381       0     1,244    11,667   195   433   11-88

  38 14:25      2,295       0        72       232    71   193   37-62

  39 14:36     34,712       0       413    10,588    55   395    7-92

  40 14:46     24,281       0       299     7,549    59   396    8-91

(6 rows affected)

(return status = 0)

sp_monulc 6

     <----------- ULC FLUSHES TO XACT LOG -----------> < SMPHR WAIT -> MAX ULC

 SEQ FULL ULC  END XACT  DB CHANGE SYS LOG   OTHER     ULC         LOG  SIZE

 --- --------- --------- --------- --------- --------- ------- ------- -------

  35     9,941       137        19    14,908    11,451      96       0   2,048

  36     7,655     1,359        14     1,964    10,502       9       0   2,048

  37    10,564     1,840        35    65,200     3,635      70       7   2,048

  38    13,015       160        13     9,823     4,189       1       9   2,048

  39    17,489     3,470        20    23,641       927       0       0   2,048

  40       175     2,268        55     7,710       280       0       0   2,048

(6 rows affected)

(return status = 0)

Appendix C

Sp_sysmonseq Output Example

sp_sysmonseq 37, 'kernel, taskmgmt, xactsum, xactmgmt, dcache'

==============================================================================

              Sybase SQL Server System Performance Report

==============================================================================

Run Date:           May 19, 1999

Statistics Cleared:     14:05:24

Statistics Sampled:     14:15:35

Sample Interval:   10 minutes, 10 seconds

==============================================================================

==============================================================================

Kernel Utilization

------------------

 Engine Busy Utilization

   Engine 0                       57.1 %

   Engine 1                       40.5 %

 -----------             ---------------          ----------------

 Summary                 Total    97.6 %          Average   48.8 %

 CPU Yields by Engine            per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ----------

 Total CPU Yields                    0.0           0.0           0       n/a

 Network Checks

   Non-Blocking                  21271.3        6375.0    12992309      99.8 %

   Blocking                         47.1          14.1       28738       0.2 %

 -------------------------  ------------  ------------  ----------

 Total Network I/O Checks        21318.4        6389.1    13021047

 Avg Net I/Os per Check              n/a           n/a     0.00262       n/a

 Disk I/O Checks

   Total Disk I/O Checks         21406.8        6415.6    13075046       n/a

   Checks Returning I/O          15699.6        4705.2     9589142      73.3 %

   Avg Disk I/Os Returned            n/a           n/a     0.00887       n/a

==============================================================================

Task Management                  per sec      per xact       count  % of total

--------------------------  ------------  ------------  ----------  ----------

 Connections Opened                  0.0           0.0          12       n/a

 Task Context Switches by Engine

   Engine 0                        142.8          42.8       87198      76.7 %

   Engine 1                         43.4          13.0       26478      23.3 %

 -------------------------  ------------  ------------  ----------

   Total Task Switches:            186.1          55.8      113676

 Task Context Switches Due To:

   Voluntary Yields                 13.7           4.1        8366       7.4 %

   Cache Search Misses              10.5           3.1        6398       5.6 %

   System Disk Writes                5.4           1.6        3303       2.9 %

   I/O Pacing                        8.1           2.4        4927       4.3 %

   Logical Lock Contention           0.0           0.0           1       0.0 %

   Address Lock Contention           0.0           0.0           0       0.0 %

   Log Semaphore Contention          0.0           0.0           7       0.0 %

   Group Commit Sleeps               1.0           0.3         621       0.5 %

   Last Log Page Writes              9.0           2.7        5486       4.8 %

   Modify Conflicts                  1.8           0.5        1076       0.9 %

   I/O Device Contention             0.4           0.1         234       0.2 %

   Network Packet Received          10.6           3.2        6504       5.7 %

   Network Packet Sent              45.1          13.5       27558      24.2 %

   SYSINDEXES Lookup                 0.0           0.0           7       0.0 %

   Other Causes                     80.5          24.1       49188      43.3 %

==============================================================================

Transaction Profile

-------------------

 Transaction Summary             per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ----------

   Committed Xacts                   3.3           n/a        2038     n/a

 Transaction Detail              per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ----------

   Inserts

     Heap Table                    203.3          60.9      124178      60.2 %

     Clustered Table               134.3          40.3       82053      39.8 %

 -------------------------  ------------  ------------  ----------  ----------

   Total Rows Inserted             337.6         101.2      206231      73.1 %

   Updates

     Deferred                       32.6           9.8       19916      36.7 %

     Direct In-place                48.4          14.5       29573      54.4 %

     Direct Cheap                    7.9           2.4        4828       8.9 %

     Direct Expensive                0.0           0.0           0       0.0 %

 -------------------------  ------------  ------------  ----------  ----------

   Total Rows Updated               88.9          26.7       54317      19.3 %

   Deletes

     Deferred                       32.9           9.9       20104      94.0 %

     Direct                          2.1           0.6        1285       6.0 %

 -------------------------  ------------  ------------  ----------  ----------

   Total Rows Deleted               35.0          10.5       21389       7.6 %

 =========================  ============  ============  ==========

   Total Rows Affected             461.6         138.3      281937

==============================================================================

Transaction Management

----------------------

 ULC Flushes to Xact Log         per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ----------

   by Full ULC                      17.3           5.2       10564      13.0 %

   by End Transaction                3.0           0.9        1840       2.3 %

   by Change of Database             0.1           0.0          35       0.0 %

   by System Log Record            106.7          32.0       65200      80.2 %

   by Other                          6.0           1.8        3635       4.5 %

 -------------------------  ------------  ------------  ----------

 Total ULC Flushes                 133.1          39.9       81274

 ULC Log Records                   722.0         216.4      440989       n/a

 Max ULC Size During Sample          n/a           n/a        2048       n/a

 ULC Semaphore Requests

   Granted                        1312.0         393.2      801368     100.0 %

   Waited                            0.1           0.0          70       0.0 %

 -------------------------  ------------  ------------  ----------

 Total ULC Semaphore Req          1312.1         393.2      801438

 Log Semaphore Requests

   Granted                         143.7          43.1       87740     100.0 %

   Waited                            0.0           0.0           7       0.0 %

 -------------------------  ------------  ------------  ----------

 Total Log Semaphore Req           143.7          43.1       87747

 Transaction Log Writes             25.5           7.6       15570       n/a

 Transaction Log Alloc              32.8           9.8       20059       n/a

 Avg # Writes per Log Page           n/a           n/a     0.77621       n/a

==============================================================================

Data Cache Management

---------------------

 Cache Statistics Summary (All Caches)

 -------------------------------------

                                 per sec      per xact       count  % of total

                            ------------  ------------  ----------  ----------

   Cache Search Summary

     Total Cache Hits             6454.6        1934.5     3942424      98.8 %

     Total Cache Misses             79.4          23.8       48510       1.2 %

 -------------------------  ------------  ------------  ----------

   Total Cache Searches           6534.1        1958.3     3990934

   Cache Turnover

     Buffers Grabbed                31.8           9.5       19437       n/a

     Buffers Grabbed Dirty           0.0           0.0           0       0.0 %

   Cache Strategy Summary

     Cached (LRU) Buffers         6439.4        1929.9     3933099     100.0 %

     Discarded (MRU) Buffers         0.0           0.0           0       0.0 %

   Large I/O Usage

     Large I/Os Performed           19.2           5.8       11728      97.4 %

     Large I/Os Denied               0.5           0.2         313       2.6 %

 -------------------------  ------------  ------------  ----------

   Total Large I/O Requests         19.7           5.9       12041

   Large I/O Effectiveness

     Pages by Lrg I/O Cached        20.5           6.1       12494       n/a

     Pages by Lrg I/O Used          14.0           4.2        8523      68.2 %

   Asynchronous Prefetch Activity

     APFs Issued                    21.2           6.3       12931      19.1 %

     APFs Denied Due To

       APF I/O Overloads             0.0           0.0           2       0.0 %

       APF Limit Overloads           0.0           0.0           0       0.0 %

       APF Reused Overloads          0.4           0.1         247       0.4 %

     APF Buffers Found in Cache

       With Spinlock Held            0.8           0.2         478       0.7 %

       W/o Spinlock Held            88.6          26.6       54126      79.9 %

 -------------------------  ------------  ------------  ----------

   Total APFs Requested            111.0          33.3       67784

   Other Asynchronous Prefetch Statistics

     APFs Used                      18.4           5.5       11240       n/a

     APF Waits for I/O              17.8           5.3       10885       n/a

     APF Discards                    0.0           0.0           0       n/a

   Dirty Read Behavior

     Page Requests                   0.0           0.0           0       n/a

------------------------------------------------------------------------------

 Cache: default data cache

                                 per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ----------

   Spinlock Contention               n/a           n/a         n/a      %

   Utilization                       n/a           n/a         n/a      94.0 %

   Cache Searches

     Cache Hits                   6084.5        1823.5     3716322      99.1 %

        Found in Wash              128.1          38.4       78269       2.1 %

     Cache Misses                   57.2          17.1       34924       0.9 %

 -------------------------  ------------  ------------  ----------

   Total Cache Searches           6141.6        1840.7     3751246

   Pool Turnover

     2  Kb Pool

         LRU Buffer Grab            29.0           8.7       17721      92.0 %

           Grabbed Dirty             0.0           0.0           0       0.0 %

     16 Kb Pool

         LRU Buffer Grab             2.5           0.8        1532       8.0 %

           Grabbed Dirty             0.0           0.0           0       0.0 %

 -------------------------  ------------  ------------  ----------

   Total Cache Turnover             31.5           9.4       19253

   Buffer Wash Behavior

     Statistics Not Available - No Buffers Entered Wash Section Yet

   Cache Strategy

     Cached (LRU) Buffers         6070.3        1819.3     3707706     100.0 %

     Discarded (MRU) Buffers         0.0           0.0           0       0.0 %

   Large I/O Usage

     Large I/Os Performed            1.9           0.6        1146      58.3 %

     Large I/Os Denied               1.3           0.4         820      41.7 %

 -------------------------  ------------  ------------  ----------

   Total Large I/O Requests          3.2           1.0        1966

   Large I/O Detail

    16  Kb Pool

       Pages Cached                 20.1           6.0       12256       n/a

       Pages Used                   13.9           4.2        8477      69.2 %

   Dirty Read Behavior

      Page Requests               0.0           0.0           0       n/a

------------------------------------------------------------------------------

 Cache: logcache

                                 per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ----------

   Spinlock Contention               n/a           n/a         n/a      1033 %

   Utilization                       n/a           n/a         n/a       0.9 %

   Cache Searches

     Cache Hits                     41.3          12.4       25249      71.5 %

        Found in Wash                0.0           0.0           0       0.0 %

     Cache Misses                   16.4           4.9       10045      28.5 %

 -------------------------  ------------  ------------  ----------

   Total Cache Searches             57.8          17.3       35294

   Pool Turnover

     4  Kb Pool

         LRU Buffer Grab             0.0           0.0          23     100.0 %

           Grabbed Dirty             0.0           0.0           0       0.0 %

 -------------------------  ------------  ------------  ----------

   Total Cache Turnover              0.0           0.0          23

   Buffer Wash Behavior

     Buffers Passed Clean           16.4           4.9       10046     100.0 %

     Buffers Already in I/O          0.0           0.0           0       0.0 %

     Buffers Washed Dirty            0.0           0.0           0       0.0 %

   Cache Strategy

     Cached (LRU) Buffers           40.1          12.0       24514     100.0 %

     Discarded (MRU) Buffers         0.0           0.0           0       0.0 %

   Large I/O Usage

     Large I/Os Performed           16.4           4.9        9988      99.4 %

     Large I/Os Denied               0.1           0.0          57       0.6 %

 -------------------------  ------------  ------------  ----------

   Total Large I/O Requests         16.4           4.9       10045

   Large I/O Detail

    4   Kb Pool

       Pages Cached                  0.1           0.0          46       n/a

       Pages Used                    0.1           0.0          46     100.0 %

   Dirty Read Behavior

      Page Requests               0.0           0.0           0       n/a

------------------------------------------------------------------------------

 Cache: smallcache

                                 per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ----------

   Spinlock Contention               n/a           n/a         n/a      80.0 %

   Utilization                       n/a           n/a         n/a       1.2 %

   Cache Searches

     Cache Hits                     76.9          23.0       46941      99.9 %

        Found in Wash                8.0           2.4        4858      10.3 %

     Cache Misses                    0.1           0.0          46       0.1 %

 -------------------------  ------------  ------------  ----------

   Total Cache Searches             76.9          23.1       46987

   Pool Turnover

     2  Kb Pool

         LRU Buffer Grab             0.1           0.0          46     100.0 %

           Grabbed Dirty             0.0           0.0           0       0.0 %

 -------------------------  ------------  ------------  ----------

   Total Cache Turnover              0.1           0.0          46

   Buffer Wash Behavior

     Statistics Not Available - No Buffers Entered Wash Section Yet

   Cache Strategy

     Cached (LRU) Buffers           76.9          23.1       46990     100.0 %

     Discarded (MRU) Buffers         0.0           0.0           0       0.0 %

   Large I/O Usage

     Total Large I/O Requests        0.0           0.0           0       n/a

   Large I/O Detail

     No Large Pool(s) In This Cache

   Dirty Read Behavior

      Page Requests               0.0           0.0           0       n/a

------------------------------------------------------------------------------

 Cache: tempdbcache

                                 per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ----------

   Spinlock Contention               n/a           n/a         n/a       0.0 %

   Utilization                       n/a           n/a         n/a       3.9 %

   Cache Searches

     Cache Hits                    252.0          75.5      153912      97.8 %

        Found in Wash                4.3           1.3        2647       1.7 %

     Cache Misses                    5.7           1.7        3495       2.2 %

 -------------------------  ------------  ------------  ----------

   Total Cache Searches            257.7          77.2      157407

   Pool Turnover

     2  Kb Pool

         LRU Buffer Grab             0.1           0.0          91      79.1 %

           Grabbed Dirty             0.0           0.0           0       0.0 %

     16 Kb Pool

         LRU Buffer Grab             0.0           0.0          24      20.9 %

           Grabbed Dirty             0.0           0.0           0       0.0 %

 -------------------------  ------------  ------------  ----------

   Total Cache Turnover              0.2           0.1         115

   Buffer Wash Behavior

     Statistics Not Available - No Buffers Entered Wash Section Yet

   Cache Strategy

     Cached (LRU) Buffers          252.0          75.5      153889     100.0 %

     Discarded (MRU) Buffers         0.0           0.0           0       0.0 %

   Large I/O Usage

     Large I/Os Performed            0.0           0.0          24      80.0 %

     Large I/Os Denied               0.0           0.0           6      20.0 %

 -------------------------  ------------  ------------  ----------

   Total Large I/O Requests          0.0           0.0          30

   Large I/O Detail

    16  Kb Pool

       Pages Cached                  0.3           0.1         192       n/a

       Pages Used                    0.0           0.0           0       0.0 %

   Dirty Read Behavior

      Page Requests               0.0           0.0           0       n/a

============================== End of Report =================================

(return status = 0)

Appendix D

Correlation of Monitor Outputs and sp_sysmon

The following serves as a concordance between the performance monitoring procedures and sp_sysmon.  Issues and problems are also listed within the relevant section.

The sp_monsummary columns returned for each monitor interval are:

Column
Source section / subsection / columns from sp_sysmon
SEQ
Sequence key for other stored procedures
TIME
End time of the interval

MIN-MAX CPU%
Kernel Utilization: Engine Busy Utilization: (min/max %)

DEVICE READS
Disk I/O Management: Device Activity Detail: Reads (sum)

DEVICE WRITES
Disk I/O Management: Device Activity Detail: Writes (sum)

LOG WRITES
Transaction Management: Transaction Log Writes (count)

XACTS

No direct analog

CACHE% DATA
Data Cache Management: Cache Statistics Summary (All Caches): Total Cache Hits (%)

CACHE% PROC
Procedure Cache Management: (Procedure Requests - Procedure Reads from Disk) / (Procedure Requests) (%)

DLK
No direct analog  (It’s the number of deadlocks found.)

CACHE HITS
Data Cache Management: Cache Statistics Summary (All


Caches): Total Cache Hits (count)

There may be an informatory message that the HITS values have been divided by "1K" (1024).  This will eliminate overflow errors for very large systems or when the interval times are long.  The CACHE HITS column is useful in detecting large scans that can be avoided with indexes.  If the table is in memory then DEVICE READS could be small and the MAX CPU% could be quite moderate but CACHE HITS will be relatively high.

The sp_monapfagg columns for a cache are the same as the count values from the sp_sysmon Data Cache Management: Cache Statistics Summary (All Caches): Asynchronous Prefetch Activity section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

REQUESTED 
Total APFs Requested
ISSUED
APFs Issued

CACHED CLEAN

APF Buffers Found in Cache: W/o Spinlock 



Held

CACHED LOCKED
APF Buffers Found in Cache: With Spinlock


Held

DENIALS I/O 
APFs Denied Due To: APF I/O Overloads

DENIALS LIMIT 
APFs Denied Due To: APF Limit Overloads 

DENIALS REUSE
APFs Denied Due To: APF Reuse Overloads

OTHER USED
Other Asynchronous Prefetch Statistics: APFs 


Used

OTHER WAIT
Other Asynchronous Prefetch Statistics: APF


Waits for I/O

OTHER DSCRD
Other Asynchronous Prefetch Statistics: APF 


Discards

Asynchronous PreFetch settings are by pool.  However neither pool-level nor cache-level monitor information is available!  (One can detect a "coarse problem" but Sybase does not provide "fine tools" to isolate the problem.)  The output of this stored procedure is quite crowded.  There may be informatory messages that the values from several column groups have been divided by "1K" (1024).

The sp_monapp columns for a cache are the same as from the sp_sysmon Application Management: Application Statistics Summary (All Applications) section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

TIME 
End time of the interval
PRIORITY TO HIGH 
Priority Changes To High Priority (count)

PRIORITY TO MED 
Priority Changes To Medium Priority (count)

PRIORITY TO LOW 
Priority Changes To Low Priority (count)

EXHAUSTED SLICES HIGH 
Allocated Slices Exhausted High Priority (count)

EXHAUSTED SLICES MEDIUM 
Allocated Slices Exhausted Medium Priority 


(count)

EXHAUSTED SLICES LOW
Allocated Slices Exhausted Low Priority (count)

TASK SKIPS
Total Engine Skips (count)

SCOPE CHANGES
Engine Scope Changes (count)

Any data stored with a version earlier than 11.5 will have values of -1 reported except for SEQ and TIME.

The sp_moncache columns for a cache are the same as from the sp_sysmon Data Cache Management: <Named Cache> section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures
CACHE% HIT 
Cache Hits (%)

CACHE% WASH 
Found in Wash (%)

CACHE% MRU
Discarded (MRU) Buffers (%)

CACHE% LARGE
Large I/Os Performed (%)

(POOL) GRAB
LRU Buffer Grab for pool (pages)

(POOL) USE
Pages Used for pool (pages)

(POOL) DIRTY

Grabbed Dirty for pool (pages)

Pool data will only be listed for the 2K and the largest I/O buffer pools.  The WASH% can actually be greater than 100%!  This report will use a value of 999.9% if the percentage is greater than 999.9%. This may be a regression error from bug fix 96920 and may also affect spinlock contention reports.

The sp_moncacheagg columns for a cache are the same as from the sp_sysmon Data Cache Management: Cache Statistics Summary section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures
HIT% 
Total Cache Hits (page %)

WASH% 
Found in Wash (page? %)

MRU%
Discarded (MRU) Buffers (mass? %)

LARGE%
Large I/Os Performed (mass? %)

PAGES GRAB
LRU Buffer Grab (count)

PAGES USE
Pages Used (count)

PAGES DIRTY

Grabbed Dirty (count)

ISO 0 PAGES

Dirty Read Behavior: Page Requests (count)

ISO 0 RESTRTS

Dirty Read Behavior: Re-Starts

See the comments on WASH% for sp_moncache. 

The sp_moncontext columns are the same as from the sp_sysmon "Task Management: Task Context Switches due to" section.  All of the units are "count".

The sp_mondelay columns are the same as from the sp_sysmon (1) "Data Cache Management", (2) "Disk I/O Management", (3) "Network I/O Management", and (4) "Transaction Management" sections:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

TIME
End time of the interval

DELAYS DEVICE
(2): I/Os Delayed by (sum)

DELAYS NETWORK
(3): Network I/Os Delayed (count)

SEMAPHORE WAIT DEVICE
(2): Device Semaphore Waited (sum of all devices)

SEMAPHORE WAIT ULC
(4): ULC Semaphore Requests: Waited (count)

SEMAPHORE WAIT LOG
(4): Log Semaphore Requests: Waited (count)

BUSIEST SPINLOCK%
(1): Spinlock Contention per cache (%)

The BUSIEST SPINLOCK% values are the two highest values within a sequence.  The caches that they represent can vary from sequence to sequence.  The particular caches represented can be derived from sp_sysmonseq.  If there is only the default data cache then the title will be SPINLOCK CONTENTION and only one numeric column will be listed.  

There is a bug with the Spinlock Contention report line within the Data Cache Management section.  No data rows are ever generated by the server for this report and therefor the SPINLOCK CONTENTION column of sp_mondelay and the aforementioned output from sp_sysmon (and sp_sysmonseq) appears to be worthless.  The value will always be 0 for sp_mondelay.  Case 10477587 was opened for this however Sybase has taken six months to verify this problem.  Bug # 166130 is the indicated problem and has been fixed in 11.5.1.1 EBF 8215.  However the description doesn't exactly coincide with the behavior that I have seen.  (Execution of sp_sysmon may incorrectly report high percentage of spinlock contention for each named cache including the default data cache …)

The sp_mondevice columns are the same as from the sp_sysmon "Disk I/O management: Device Activity Detail" section.  All of the units are "count".

The sp_mondeviceagg columns are:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

READS DATA
Pages read other than from tempdb or a log.

READS TEMPDB
Pages read from tempdb.

READS LOG
Pages read from logs.  

WRITES DATA
Pages written other than to tempdb or a log.

WRITES TEMPDB
Pages written to tempdb.

WRITES LOG
Pages written to logs.  

SEMAPHORE GRANT
Disk I/O Management: Device Activity Detail: Device 


Semaphore Granted (sum)

SEMAPHORE WAIT
Disk I/O Management: Device Activity Detail: Device


Semaphore Waited (sum)

I/O DELAY
Disk I/O Management: I/Os Delayed by (sum)

This procedure is intended for systems where (almost) all of the devices are dedicated exclusively to either data or log usage.  It is also assumed that tempdb will be on devices that have a name like "%tempdb%".  If tempdb has its own log the read/write values for it will be in the READS/WRITES LOG columns and not in the READS/WRITES TEMPDB columns.

The sp_monindex columns are related to the sp_sysmon "Index Management" and "Transaction Profile" sections:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

DELETE OPS
Transaction Profile: Total Rows Deleted (count)

DELETE PGS/OP
Number of pages deleted per delete (average)

DELETE NCI%
Number of nonclustered indexes affected per delete 


(average %)

INSERT/UPDATE OPS
Transaction Profile: Total Rows Inserted/Updated 


(sum)

INSERT/UPDATE PGS/OP
Number of pages inserted/updated per insert/update 


Operation (average)

INSERT/UPDATE NCI%
Number of nonclustered indexes affected per insert/


update (average %)

PAGES SPLIT
Index Management: Page Splits (count)

PAGES MERGE

Index Management: Page Shrinks (count)

ROW ID PAGES

Index Management: RID Upd from Cust Split

ROW ID ROWS

Index Management: # of NC Ndx Maint

This procedure is very new and I am not sure as to whether I have chosen the best data for it.  The above includes actions to system tables. 

The sp_monlock columns are the same as from the sp_sysmon "Lock Management" section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

TIME
End time of the interval

LOCK REQUESTS
Lock Summary: Total Lock Requests (count)

LOCK WAITS
Lock Summary: Avg Lock Contention (count)

PROMOTES EXCLUSIVE
Lock Promotions: Ex-Page to Ex-Table (count)

PROMOTES SHARED
Lock Promotions: Sh-Page to Sh-Table (count)

PROMOTES FAILED
No analog (sp_sysmon oversight?)

DEADLOCKS FOUND
Lock Summary: Deadlock Percentage (count)

DEADLOCKS SRCHD
Lock Summary: Deadlock Searches (count)

The promote failures value may not be reliable; Sybase has not verified that the values are what they appear to be.  Also Sybase has not yet confirmed that there is a bug when lock thresholds are set for non-trivial (100% of the pages) promotions.

Using isolation level 0 will obviously reduce the number of lock requests and probably should be in this report.  However it was easier to be consistent with sp_sysmon which has it in the Data Cache Management section.  The level 0 Page Requests and Dirty Read Re-Starts are reported by sp_moncacheagg.

The sp_monmeta columns are the same as from the sp_sysmon "Metadata Cache Management" section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

TIME
End time of the interval

TOTAL FAILS
(three sections): Reuse Requests: Failed (sum)

OPEN DATABASE FREE
Open Database Usage: Free (count)

OPEN DATABASE REUSE
Open Database Usage: Reuse Requests: Succeeded 


(count)

OPEN OBJECT FREE
Open Object Usage: Free (count)

OPEN OBJECT REUSE
Open Object Usage: Reuse Requests: Succeeded 


(count)

OPEN OBJECT SPIN%
Object Spinlock Contention (%)

OPEN INDEX FREE
Open Index Usage: Free (count)

OPEN INDEX REUSE
Open Index Usage: Reuse Requests: Succeeded


(count)

OPEN INDEX SPIN%
Index Spinlock Contention (%)

OPEN INDEX HASH%
Hash Spinlock Contention (%)

The sp_monmode columns are the same (other than for intentional misspellings) as from the sp_sysmon "Transaction Profile: Transaction Detail" section.  The units are "count".

The sp_monnetwork columns are the same as from the sp_sysmon "Network I/O Management" section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

TIME
End time of the interval

NETWORK I/O REQUESTS
Total Network I/O Requests (count)

NETWORK I/O DELAYS
Network I/Os Delayed (count)

KB/MB RECEIVED
Total Bytes Rec'd (KB or MB)

KB/MB SENT

Total Bytes Sent (KB or MB)

AVERAGE BYTES/PKT RCVD
Avg Bytes Rec'd per Packet

AVERAGE BYTES/PKT SENT
Avg Bytes Sent per Packet

(TDS) LOAD% MIN-MAX
Min/Max (sum (Engine N TDS Packets Rec'd/Sent) / sum (Total TDS Packets Rec'd/Sent))

Depending upon the network volume RECEIVED/SENT values could be (uniformly) in either KB or MB.

The sp_monulc columns are the same as for the sp_sysmon "Transaction Management: ULC Flushes to Xact Log" section:

Column 
Equivalent fields/units 

SEQ
Sequence key for other stored procedures

FULL ULC
by full ULC (count)

END XACT
by End Transaction (count)

DB CHANGE
by Change of Database (count)

SYS LOG
by System Log Record (count)

OTHER
by Other (count)

SMPHR WAIT ULC
ULC Semaphore Requests Waited (count)

SMPHR WAIT ULC
Log Semaphore Requests Waited (count)

MAX ULC SIZE
Max ULC Size ("count")

Appendix E

Release Changes from 1151A (June 27, 1999)

File
Stored Procedure
Change

archive
(all)
Removed subsystem.

monitor
-
Partitioned into monitor1.sql and monitor2.sql.  



Procedures in the latter must be internally 



synchronized.

monitor1
monapfagg, monapp,
Added stored procedures.

monitor2
monsummary, 
Eliminated LOCK PRMOT and LOCK GRANT 
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