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Utility Stored Procedures for ASE Performance Monitoring

A collection of tables and stored procedures is available for performance monitoring.  These provide time slice information on specific sub-reports of sp_sysmon as well as the equivalent of any sections of sp_sysmon. 

There are pros of using this system versus sp_sysmon (including file or paper outputs).

1) The effects of changing a system attribute or changing the application mix should be more easily seen with the time-slice reports.  Note the considerable time-slice variations in Appendix B.

2) Sp_monsummary provides a high-level view of performance.  The remaining procedures provide for more specific information.

3) More data is available with sp_sysmon.  However the "forest" may be clearer with the monitor reports.  (Also sp_sysmonseq will provide most of the sp_sysmon data and, overall, is more flexible with its report options.)


and there are cons:

1) The monitor reports may be inaccurate if there have been changes to memory, caches, pools, and/or devices for the time span that the reports are run.

2) Knowing which of the many reports to run in your environment may not be easy to determine.  See Appendices A and B.

A pair of tables, umonhistsummary and umonhistory, are used.  The table keys are an artificial sequence value.  Stored procedure updt_umonitor is run from a "forever" loop by a background task and updates the two tables.  The tables are updated in a circular fashion (newest information replaces oldest time slice information) by updt_umonitor.  The time slice durations and (optional) pauses between the time slices are configurable for updt_monitor.

The stored procedure collection basically provides (1) various procedures for time series analysis of the data, and (2) the equivalent of Sybase’s sp_sysmon procedure for a specified time slice.  Stored procedure sp_monsummary intervals is available for acquiring “forest” data and other stored procedures provide “tree” information.

Sp_sysmonseq seq [, sections] is a modified version of sp_sysmon.  It reads information from the two tables instead of master.dbo.sysmonitors and calls the same subroutine stored procedures as sp_sysmon.   Data is not stored by application name and/or login name, i.e., there is no equivalent of sp_sysmon's appl_only or appl_and_login parameter values.

1) Seq indicates the sequence number of the time slice data to be displayed.  Appropriate values can be determined from the reports listed below.

2) Sections indicates which sp_sysmon reports should be reported.  The value can include many sections instead of the single section for sp_sysmon.  It is recommended that the default value be customized; it currently lists all sections (comma separated).  The procedure can then be executed with a NULL value for sections if all report sections are desired.  Note that a value of "mdcache" will generate both the dcache and mdcache reports because the literal "dcache" is contained within "mdcache".

Installation Guide

These procedures do not use database contextual system tables (nor does sp_sysmon for that matter).  However it is convenient to execute these procedures from any database.  Therefore the drivers are loaded in sysbsystemprocs with the "sp_" prefix.  They execute the "real" code that will be stored in the monitor database.  This will reduce space usage in sybsystemprocs.  Note that with each Sybase release there seems to be an increase in (1) the number of Sybase-provided procedures in sybsystemprocs, (2) executable sizes, and (3) the minimal space required for sysprocsdev.

If you use the 1151A performance monitoring software on a 12.0 server I recommend wiping out all of the data as part of upgrading the software.

The performance monitoring software is in:

monsetup.sql
creates the base tables
monitor1.sql
creates most of the monitor utility stored procedures

monitor2.sql
creates procedures updt_monitor and sp_monsummary
runmon.sql
"runs" the background monitor SQL

There are three “configuration variables” which should be set before running (in the above order) the appropriate SQL script files:


##database
name of monitor database

##wait
sample duration for each sequence


##pause
time between sequence samples

If "consecutive monitoring" is desired then the "waitfor … ##pause …" line should be commented out in monsetup.sql.  If "periodic monitoring" is desired then a value should be put in for ##pause.  (By "periodic monitoring" I mean "sample for time interval, wait, sample for time interval, wait, …"  In this case it may also be desirable to modify monsummary to print out both the start and end times for each sample.)  The number of rows inserted by monsetup.sql into umonhistsummary should be the number of time series samples desired.  It is important that the datetimes inserted are different; make sure that each insert has its own "go" statement.  If more than 255 samples are desired then the seq column definition in monsetup.sql and monitor.sql must be adjusted to a smallint.  A system administrator can run runmon.sql from a simple batch file such as:


isql  -S<server>  -Usa  -P<password>  -e  -irunmon.sql

For a database with 60 samples, 2 CPUs, 4 data caches, and 15 disk devices approximately 5,000 pages are required for the two monitor tables.

If this collection is used separately from my collection of (general) utility procedures then the sp_addcomment SQL can be either eliminated or ignored since the procedure won't exist.  You should also convert sp_dropprocedure to drop procedure.

Appendix A

List of Performance Monitoring Stored Procedures


Procedure
Description

 
------------------
------------------------------------------------------------------------------------------


monapfagg
Lists aggregate monitor Asynchronous PreFetch info for last 



INTERVALS


monapp
Lists monitor Application Management info for last INTERVALS


moncache
Lists monitor Cache/Pool info for CACHENAME for last INTERVALS




default is "default data cache" for 15 intervals


moncacheagg
Lists aggregate monitor Cache info for last INTERVALS


moncontext
Lists monitor Context  info for last INTERVALS


mondelay
Lists monitor Delay info for last INTERVALS


mondevice
Lists monitor I/O info for DEVICE for last INTERVALS


mondeviceagg
Lists aggregate monitor I/O info for last INTERVALS


monindex
Lists monitor Index Management info for last INTERVALS


monlock
Lists monitor Lock info for last INTERVALS


monmeta
Lists monitor Metadata info for last INTERVALS


monmode
Lists monitor Transaction Mode info for last INTERVALS


monnetwork
Lists monitor Network I/O info for last INTERVALS


monsummary
Lists monitor Summary info for last INTERVALS


monulc
Lists monitor User Log Cache info for last INTERVALS



sysmonseq
Lists sp_sysmon data for SEQ with SECTIONS option

Appendix B

Monitor Output Examples

The following procedures and their outputs are real and have not been manipulated.  The first output is from sp_monsummary.  The remaining outputs are in alphabetical order.  All of the examples in Appendices B and C are from the same session.

sp_monsummary 6

             CPU%  <---DEVICE---->   LOG           <NONCACHE%>

 SEQ TIME  MIN-MAX READS    WRITES WRITES  XACTS   DATA   PROC DLK CACHE HITS  

 --- ----- ------- ------- ------- ------- ------- ----- ----- --- ----------- 

   8 08:37   79-81 157,684  40,256   1,060     512  11.3  19.4   0   1,339,475 

   9 08:42    6-93      83  45,322     156     114   5.3  66.7   0       7,223 

  10 08:47   39-60     212  45,454     267     180   2.0  33.3   0      41,527 

  11 08:52    0-98       0  45,228      32      47   2.2   0.0   0       1,320 

  12 08:57    8-64  25,627  23,954   1,186     816  11.4  46.8   0     212,497 

  13 09:03   18-75 155,975   5,822   1,787   1,084  10.2  44.1   0   1,491,756 

sp_monapfagg 6

                       <--- CACHED ---> <--- DENIED ----> <----- OTHER ----->

 SEQ REQUESTED ISSUED  CLEAN     LOCKED I/O LIMIT   REUSE USED   WAIT   DSCRD 

 --- --------- ------- --------- ------ --- ------- ----- ------ ------ ----- 

   8         0       0         0      0   0       0     0      0      0     0 

   9         0       0         0      0   0       0     0      0      0     0 

  10         0       0         0      0   0       0     0      0      0     0 

  11         0       0         0      0   0       0     0      0      0     0 

  12     5,118   1,139     3,979      0   0       0     0  1,139  1,139     0 

  13     4,769   1,140     3,629      0   0       0     0  1,140  1,140     0 

sp_monapp 6

           <----- PRIORITY TO ------> <- EXHAUSTED SLICES -->   TASK   SCOPE

 SEQ TIME  HIGH     MEDIUM   LOW      HIGH    MEDIUM  LOW      SKIPS  CHANGES 

 --- ----- -------- -------- -------- ------- ------- ------- ------- ------- 

   8 08:37        7      773      763       1     138       1       0       5 

   9 08:42        0      103      102       0       2       0       0       1 

  10 08:47        0      103      103       0       8       0       0       0 

  11 08:52        0      100      100       0       0       0       0       0 

  12 08:57       29      197      163       1      52       4       0       2 

  13 09:03        4      692      687       0     178       1       0       1 

sp_moncacheagg 6

     <----- CACHE% ------> <-------- TOTAL PAGES --------> <----- ISO 0 ----->

 SEQ HIT   WASH MRU  LARGE GRAB        USE         DIRTY   PAGES       RESTRTS 

 --- ----- ---- ---- ----- ----------- ----------- ------- ----------- ------- 

   8  88.7 17.5  3.2  95.8     314,362     301,735       0           0       0 

   9  94.7  1.3  1.1  95.7         215           8       0           0       0 

  10  98.0  8.6  0.3  99.1         495           0       0           0       0 

  11  97.8  0.1  0.4 100.0          12           0       0           0       0 

  12  88.6  3.7 13.1  91.4      36,328      33,111       0       1,148       0 

  13  89.8 15.8  2.8  74.7     342,793     327,776       0         436       0 

sp_moncache 'default data cache', 6

     <------ CACHE% ------> <----- 2K POOL ------> <----- 16K POOL ----->

 SEQ HIT   WASH  MRU  LARGE GRAB    USE     DIRTY  GRAB    USE     DIRTY  

 --- ----- ----- ---- ----- ------- ------- ------ ------- ------- ------ 

   8  88.5  17.9  3.3  95.8 136,030 133,196      0 177,744 168,539      0 

   9  94.3   1.1  1.2  83.3      94       0      0      40       8      0 

  10  98.2   8.6  0.3 100.0     236       0      0      64       0      0 

  11  96.7   0.1  0.6   0.0       0       0      0       0       0      0 

  12  88.4   3.5 13.5  89.8  24,554  22,632      0  11,120  10,479      0 

  13  89.3  16.6  3.0  74.0 130,033 127,401      0 210,768 200,128      0 

sp_moncache logcache, 6

     <------ CACHE% ------> <----- 2K POOL ------> <----- 4K POOL ------>

 SEQ HIT   WASH  MRU  LARGE GRAB    USE     DIRTY  GRAB    USE     DIRTY  

 --- ----- ----- ---- ----- ------- ------- ------ ------- ------- ------ 

   8  81.6   0.0  0.0  99.7       1       0      0     574       0      0 

   9  96.7   0.0  0.0  97.6       1       0      0      80       0      0 

  10  85.7   0.0  0.0  99.0       1       0      0     194       0      0 

  11  99.0   0.0  0.0 100.0       0       0      0      12       0      0 

  12  87.5   0.0  0.0  99.1       3       0      0     650       0      0 

  13  81.8   0.0  0.0  99.2       7       0      0   1,752     247      0 

sp_moncontext 6

              CONTEXT SWITCH DISTRIBUTION BY %

    VY:  Voluntary Yields               PLC:  PLC Contention

    CSM: Cache Search Misses            GCS:  Group Commit Sleeps

    SDW: System Disk Writes             LLPW: Last Log Page Writes

    IOP: I/O Pacing                     MC:   Modify Conflicts

    LLC: Logical Lock Contention        IODC: I/O Device Contention

    ALC: Address Lock Contention        NPR:  Network Packet Received

    LTC: Latch Contention               NPS:  Network Packet Sent

    LSC: Log Semaphore Contention       OTR:  Other Causes

 SEQ VY  CSM SDW IOP LLC ALC LTCH LSC PLC GCS LLPW MC  IODC NPR NPS OTR 

 --- --- --- --- --- --- --- ---- --- --- --- ---- --- ---- --- --- --- 

   8   0  80   0   0   0   0    0   0   0   0    0   0    0   0   0  19 

   9   0   0   0   0   0   0    0   0   0   0    0   0    0   0   0  99 

  10   1   0   0   0   0   0    0   0   0   0    0   0    0   0   0  98 

  11   0   0   0   0   0   0    0   0   0   0    0   0    0   0   0 100 

  12   2  48   0   1   0   0    0   0   0   0    2   0    0   0   1  46 

  13   1  96   0   0   0   0    0   0   0   0    1   0    0   0   0   2 

sp_mondelay 6
           <-- DELAYS ---> <--- SEMAPHOR WAIT --->  BUSIEST

 SEQ TIME  DEVICE  NETWORK DEVICE  ULC     LOG     SPINLOCK% 

 --- ----- ------- ------- ------- ------- ------- --------- 

   8 08:37       0       0      23       0       1  0.5  0.0 

   9 08:42       0       0       0       0       0  0.0  0.0 

  10 08:47       0       0       0       0       0  0.0  0.0 

  11 08:52       0       0       0       0       0  0.0  0.0 

  12 08:57       0       0       6       0       2  0.7  0.0 

  13 09:03       0       0      17       0       2  0.1  0.0 

sp_mondeviceagg 6

     <------- READS -------> <------ WRITES -------> <--SEMAPHORE-->   I/O

 SEQ DATA    TEMPDB  LOG     DATA    TEMPDB  LOG     GRANT      WAIT  DELAY  

 --- ------- ------- ------- ------- ------- ------- ------- ------- ------- 

   8 157,684       0       1  40,256       0       0 197,926      23       0 

   9      83       0       0  45,322       0       0  45,405       0       0 

  10     212       0       0  45,454       0       0  45,666       0       0 

  11       0       0       0  45,228       0       0  45,228       0       0 

  12  25,627       0       0  23,954       0       0  49,577       6       0 

  13 155,975       0       0   5,822       0       0 161,780      17       0 

sp_mondevice data1, 6

                                 <--SEMAPHORE-->

 SEQ TIME  READS   WRITES  I/O%  GRANT      WAIT 

 --- ----- ------- ------- ----- ------- ------- 

   8 08:37     237   4,119   2.2   4,347      18 

   9 08:42       1     169   0.4     170       0 

  10 08:47       1     320   0.7     321       0 

  11 08:52       0      26   0.1      26       0 

  12 08:57     648   1,351   4.0   1,995       6 

  13 09:03     254   4,919   3.2   5,173       0 

sp_monindex 6

     <- DELETE --> <- INS/UPD -> <- PAGES -> <- ROW ID --> <-- INDEX SCANS -->

 SEQ OPS     NCI%  OPS     NCI%  SPLIT MERGE PAGES  ROWS   ALLPAGES  DATAONLY  

 --- ------- ----- ------- ----- ----- ----- ------ ------ --------- --------- 

   8      32 100.0      37 100.0     0     0      0      0    26,310     2,190 

   9       8 100.0       8 100.0     0     0      0      0     1,336        88 

  10      14 100.0      14 100.0     0     0      0      0     1,947       122 

  11       1 100.0       1 100.0     0     0      0      0       177         5 

  12      54 100.0      57 100.0     0     0      0      0    28,847     4,280 

  13      71 100.0      68 100.0     0     0      0      0    55,441     3,208 

sp_monlock 6

           <-------- LOCK --------> TIME- <----- HASH -----> <DEADLOCKS>

 SEQ TIME  REQUESTS    WAITS PMOTES OUTS  LOOKUPS     LENGTH FOUND SRCHD 

 --- ----- ----------- ----- ------ ----- ----------- ------ ----- ----- 

   8 08:37     661,595     1      0     0     664,602  0.001     0     2 

   9 08:42       3,784     0      0     0       4,036  0.018     0     0 

  10 08:47       5,146     0      0     0       5,599  0.024     0     0 

  11 08:52         432     0      0     0         458  0.017     0     0 

  12 08:57     126,826    27      0     0     130,408  0.003     0     1 

  13 09:03     764,035     1      0     0     772,132  0.001     0     1 

sp_monmeta 6

                    OPEN

           TOTAL <DATABASE> <--- OPEN OBJECT ---> <------- OPEN INDEX ------->

 SEQ TIME  FAILS FREE REUSE FREE   REUSE   SPIN%  FREE   REUSE   SPIN%  HASH%  

 --- ----- ----- ---- ----- ------ ------- ------ ------ ------- ------ ------ 

   8 08:37     0    0     0 15,276       0   0.00    372       0   0.00   0.00 

   9 08:42     0    0     0 15,276       0   0.00    372       0   0.00   0.00 

  10 08:47     0    0     0 15,276       0   0.00    372       0   0.00   0.00 

  11 08:52     0    0     0 15,276       0   0.00    372       0   0.00   0.00 

  12 08:57     0    0     0 15,133       0   0.00    320       0   0.00   0.00 

  13 09:03     0    0     0 15,136       0   0.00    321       0   0.00   0.00 

sp_monmode 6

    ALLPAGES ACTIVITY

     <-- DELETES --> <-- INSERTS --> <---------- UPDATES ---------->

 SEQ DIRECT  DEFERRD HEAP    CLUSTER INPLACE CHEAP   EXPENSV  DEFERR 

 --- ------- ------- ------- ------- ------- ------- ------- ------- 

   8   1,599   1,287 790,267   1,467      46      83       0   1,029 

   9      56     294     781     120       0       0       0     198 

  10     238     453   2,406     192       0       0       0     282 

  11       1      49      96      19       0       0       0      39 

  12     467   1,240  36,172   1,239     393     426       0     848 

  13   1,593   4,342 782,868   1,817     452   2,100       0   3,606 

    DATAONLY ACTIVITY

                     <---------------------- UPDATES ---------------------->

                     <--- MODE ----> <--------------- DETAIL -------------->

 SEQ DELETES INSERTS DEFER   DIRECT  REPLACE SHRINK  CHEAP   EXPENSV EXP FWD 

 --- ------- ------- ------- ------- ------- ------- ------- ------- ------- 

   8     404     410       0      55      55       0       0       0       0 

   9       8       8       0       0       0       0       0       0       0 

  10      14      14       0       0       0       0       0       0       0 

  11       1       1       0       0       0       0       0       0       0 

  12     386     443       0      49      49       0       0       0       0 

  13     406     405       0      43      43       0       0       0       0 

sp_monnetwork 6

                                                    AVERAGE     TDS

           <- NETWORK I/O --> <------ KB -------> <BYTES/PKT>  LOAD%

 SEQ TIME  REQUESTS   DELAYS  RECEIVED  SENT      RCVD  SENT  MIN-MAX 

 --- ----- ---------- ------- --------- --------- ----- ----- ------- 

   8 08:37        222       0         6        35   146   202   39-60 

   9 08:42         66       0         0        12    76   231   0-100 

  10 08:47        100       0         0        17    26   203   0-100 

  11 08:52          5       0         0         1    26   359   0-100 

  12 08:57        410       0         3        97    67   284   24-75 

  13 09:03        688       0         2       163    46   267   32-67 

sp_monulc 6

     <----------- ULC FLUSHES TO XACT LOG -----------> < SMPHR WAIT -> MAX ULC

 SEQ FULL ULC  END XACT  DB CHANGE SYS LOG   OTHER     ULC         LOG  SIZE   

 --- --------- --------- --------- --------- --------- ------- ------- ------- 

   8       157       650        12       765       223       0       1   4,096 

   9         0        87         8       143        63       0       0   4,072 

  10        33       148         6       283        74       0       0   4,096 

  11         0        16         3        19        39       0       0   1,608 

  12       160       791        15       591       425       0       2   4,096 

  13       696       839        18     1,601       648       0       2   4,096 

Appendix C

Sp_sysmonseq Output Example

sp_sysmonseq 13, 'kernel, taskmgmt, xactsum, netio'

============================================================================== 

              Sybase SQL Server System Performance Report

============================================================================== 

Run Date:           Mar 01, 2001

Statistics Cleared:     08:58:03

Statistics Sampled:     09:03:28

Sample Interval:    5 minutes, 25 seconds                                     

============================================================================== 

============================================================================== 

Kernel Utilization

------------------

 Engine Busy Utilization 

   Engine 0                       75.9 %                                      

   Engine 1                       18.4 %                                      

 -----------             ---------------          ----------------

 Summary                 Total    94.3 %          Average   47.1 %           

 CPU Yields by Engine            per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ---------- 

 Total CPU Yields                    0.0           0.0           0       n/a   

 Network Checks

   Non-Blocking                  17480.5        5241.8     5682157      99.9 %

   Blocking                         26.1           7.8        8491       0.1 %

 -------------------------  ------------  ------------  ----------

 Total Network I/O Checks        17506.7        5249.7     5690648             

 Avg Net I/Os per Check              n/a           n/a     0.00012       n/a   

 Disk I/O Checks

   Total Disk I/O Checks         17632.7        5287.5     5731631       n/a   

   Checks Returning I/O          17103.7        5128.9     5559676      97.0 %

   Avg Disk I/Os Returned            n/a           n/a     0.02910       n/a   

============================================================================== 

Task Management                  per sec      per xact       count  % of total

--------------------------  ------------  ------------  ----------  ---------- 

 Connections Opened                  0.0           0.0           1       n/a   

 Task Context Switches by Engine

   Engine 0                        367.7         110.3      119511      74.3 %

   Engine 1                        127.0          38.1       41296      25.7 %

 -------------------------  ------------  ------------  ----------

   Total Task Switches:            494.7         148.3      160807             

 Task Context Switches Due To:

   Voluntary Yields                  3.5           1.1        1149       0.7 %

   Cache Search Misses             476.3         142.8      154835      96.3 %

   System Disk Writes                0.3           0.1          94       0.1 %

   I/O Pacing                        1.8           0.5         591       0.4 %

   Logical Lock Contention           0.0           0.0           1       0.0 %

   Address Lock Contention           0.0           0.0           0       0.0 %

   Latch Contention                  0.0           0.0           0       0.0 %

   Log Semaphore Contention          0.0           0.0           2       0.0 %

   PLC Lock Contention               0.0           0.0           0       0.0 %

   Group Commit Sleeps               0.0           0.0           7       0.0 %

   Last Log Page Writes              2.7           0.8         892       0.6 %

   Modify Conflicts                  0.1           0.0          31       0.0 %

   I/O Device Contention             0.1           0.0          17       0.0 %

   Network Packet Received           0.2           0.1          65       0.0 %

   Network Packet Sent               1.9           0.6         624       0.4 %

   Other Causes                      7.7           2.3        2499       1.6 %

============================================================================== 

Transaction Profile

-------------------

 Transaction Summary             per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ---------- 

   Committed Xacts                   3.3           n/a        1084     n/a     

 Transaction Detail              per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ---------- 

   Inserts

     APL Heap Table               2408.4         722.2      782868      99.7 %

     APL Clustered Table             5.6           1.7        1817       0.2 %

     Data Only Lock Table            1.2           0.4         405       0.1 %

 -------------------------  ------------  ------------  ----------  ---------- 

   Total Rows Inserted            2415.2         724.3      785090      98.4 %

     Updates

     APL Deferred                   11.1           3.3        3606      58.2 %

     APL Direct In-place             1.4           0.4         452       7.3 %

     APL Direct Cheap                6.5           1.9        2100      33.9 %

     APL Direct Expensive            0.0           0.0           0       0.0 %

     DOL Deferred                    0.0           0.0           0       0.0 %

     DOL Direct                      0.1           0.0          43       0.7 %

 -------------------------  ------------  ------------  ----------  ---------- 

   Total Rows Updated               19.1           5.7        6201       0.8 %

   Data Only Locked Updates

     DOL Replace                     0.1           0.0          43     100.0 %

     DOL Shrink                      0.0           0.0           0       0.0 %

     DOL Cheap Expand                0.0           0.0           0       0.0 %

     DOL Expensive Expand            0.0           0.0           0       0.0 %

     DOL Expand & Forward            0.0           0.0           0       0.0 %

     DOL Fwd Row Returned            0.0           0.0           0       0.0 %

 -------------------------  ------------  ------------  ----------  ---------- 

   Total DOL Rows Updated            0.1           0.0          43       0.0 %

   Deletes

     APL Deferred                   13.4           4.0        4342      68.5 %

     APL Direct                      4.9           1.5        1593      25.1 %

     DOL                             1.2           0.4         406       6.4 %

 -------------------------  ------------  ------------  ----------  ---------- 

   Total Rows Deleted               19.5           5.8        6341       0.8 %

 =========================  ============  ============  ==========

   Total Rows Affected            2453.8         735.8      797632             

============================================================================== 

Network I/O Management

----------------------

 Total Network I/O Requests          2.1           0.6         688       n/a   

   Network I/Os Delayed              0.0           0.0           0       0.0 %

 Total TDS Packets Received      per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ---------- 

   Engine 0                          0.1           0.0          41      63.1 %

   Engine 1                          0.1           0.0          24      36.9 %

 -------------------------  ------------  ------------  ----------             

 Total TDS Packets Rec'd             0.2           0.1          65             

 Total Bytes Received            per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ---------- 

   Engine 0                          5.6           1.7        1835      60.7 %

   Engine 1                          3.7           1.1        1187      39.3 %

 -------------------------  ------------  ------------  ----------             

 Total Bytes Rec'd                   9.3           2.8        3022             

  Avg Bytes Rec'd per Packet          n/a           n/a          46       n/a  

 ----------------------------------------------------------------------------- 

 Total TDS Packets Sent          per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ---------- 

   Engine 0                          1.3           0.4         426      68.3 %

   Engine 1                          0.6           0.2         198      31.7 %

 -------------------------  ------------  ------------  ----------             

 Total TDS Packets Sent              1.9           0.6         624             

 Total Bytes Sent                per sec      per xact       count  % of total

 -------------------------  ------------  ------------  ----------  ---------- 

   Engine 0                        425.3         127.5      138254      82.7 %

   Engine 1                         89.1          26.7       28954      17.3 %

 -------------------------  ------------  ------------  ----------             

 Total Bytes Sent                  514.4         154.3      167208             

 Avg Bytes Sent per Packet           n/a           n/a         267       n/a   

============================== End of Report =================================

(return status = 0) 

Appendix D

Correlation of Monitor Outputs and sp_sysmon

The following serves as a concordance between the performance monitoring procedures and sp_sysmon.  Issues and problems are also listed within the relevant section.

The sp_monsummary columns returned for each monitor interval are:

Column
Source section / subsection / columns from sp_sysmon
SEQ
Sequence key for other stored procedures
TIME
End time of the interval

MIN-MAX CPU%
Kernel Utilization: Engine Busy Utilization: (min/max %)

DEVICE READS
Disk I/O Management: Device Activity Detail: Reads (sum)

DEVICE WRITES
Disk I/O Management: Device Activity Detail: Writes (sum)

LOG WRITES
Transaction Management: Transaction Log Writes (count)

XACTS

No direct analog

NONCACHE% DATA
Data Cache Management: Cache Statistics Summary (All 



Caches): 100 - Total Cache Hits (%)

NONCACHE% PROC
Procedure Cache Management: 100 - (Procedure Requests - 



Procedure Reads from Disk) / (Procedure Requests) (%)

DLK
No direct analog  (It’s the number of deadlocks found.)

CACHE HITS
Data Cache Management: Cache Statistics Summary (All


Caches): Total Cache Hits (count)

There may be an informatory message that the HITS values have been divided by "1K" (1024).  This will eliminate overflow errors for very large systems or when the interval times are long.  The CACHE HITS column is useful in detecting large scans that can be avoided with indexes.  If the table is in memory then DEVICE READS could be small and the MAX CPU% could be quite moderate but CACHE HITS will be relatively high.

The sp_monapfagg columns for a cache are the same as the count values from the sp_sysmon Data Cache Management: Cache Statistics Summary (All Caches): Asynchronous Prefetch Activity section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

REQUESTED 
Total APFs Requested
ISSUED
APFs Issued

CACHED CLEAN
APF Buffers Found in Cache: W/o Spinlock Held

CACHED LOCKED
APF Buffers Found in Cache: With Spinlock Held

DENIALS I/O 
APFs Denied Due To: APF I/O Overloads

DENIALS LIMIT 
APFs Denied Due To: APF Limit Overloads 

DENIALS REUSE
APFs Denied Due To: APF Reuse Overloads

OTHER USED
Other Asynchronous Prefetch Statistics: APFs Used

OTHER WAIT
Other Asynchronous Prefetch Statistics: APF Waits for I/O

OTHER DSCRD
Other Asynchronous Prefetch Statistics: APF Discards

Asynchronous PreFetch settings are by pool.  However neither pool-level nor cache-level monitor information is available!  (APF information is available for total cache or per device with either sp_mondevice device or sp_sysmonseq seq, diskio.)  The output of this stored procedure is quite crowded.  There may be informatory messages that the values from several column groups have been divided by "1K" (1024).

The sp_monapp columns for a cache are the same as from the sp_sysmon Application Management: Application Statistics Summary (All Applications) section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

TIME 
End time of the interval
PRIORITY TO HIGH 
Priority Changes To High Priority (count)

PRIORITY TO MED 
Priority Changes To Medium Priority (count)

PRIORITY TO LOW 
Priority Changes To Low Priority (count)

EXHAUSTED SLICES HIGH 
Allocated Slices Exhausted High Priority (count)

EXHAUSTED SLICES MEDIUM 
Allocated Slices Exhausted Medium Priority 


(count)

EXHAUSTED SLICES LOW
Allocated Slices Exhausted Low Priority (count)

TASK SKIPS
Total Engine Skips (count)

SCOPE CHANGES
Engine Scope Changes (count)

The sp_moncache columns for a cache are the same as from the sp_sysmon Data Cache Management: <Named Cache> section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures
CACHE% HIT 
Cache Hits (%)

CACHE% WASH 
Found in Wash (%)

CACHE% MRU
Discarded (MRU) Buffers (%)

CACHE% LARGE
Large I/Os Performed (%)

(POOL) GRAB
LRU Buffer Grab for pool (pages)

(POOL) USE
Pages Used for pool (pages)

(POOL) DIRTY

Grabbed Dirty for pool (pages)

Pool data will only be listed for the 2K and the largest I/O buffer pools.  The WASH% can actually be greater than 100%!  This report will use a value of 999.9% if the percentage is greater than 999.9%. This may be a regression error from bug fix 96920 and may also affect spinlock contention reports.

The sp_moncacheagg columns for a cache are the same as from the sp_sysmon Data Cache Management: Cache Statistics Summary section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures
HIT% 
Total Cache Hits (page %)

WASH% 
Found in Wash (page? %)

MRU%
Discarded (MRU) Buffers (mass? %)

LARGE%
Large I/Os Performed (mass? %)

PAGES GRAB
LRU Buffer Grab (count)

PAGES USE
Pages Used (count)

PAGES DIRTY

Grabbed Dirty (count)

ISO 0 PAGES

Dirty Read Behavior: Page Requests (count)

ISO 0 RESTRTS

Dirty Read Behavior: Re-Starts

See the comments on WASH% for sp_moncache. 

The sp_moncontext columns are the same as from the sp_sysmon "Task Management: Task Context Switches due to" section.  All of the units are "count".

The sp_mondelay columns are the same as from the sp_sysmon (1) "Data Cache Management", (2) "Disk I/O Management", (3) "Network I/O Management", and (4) "Transaction Management" sections:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

TIME
End time of the interval

DELAYS DEVICE
(2): I/Os Delayed by (sum)

DELAYS NETWORK
(3): Network I/Os Delayed (count)

SEMAPHORE WAIT DEVICE
(2): Device Semaphore Waited (sum of all devices)

SEMAPHORE WAIT ULC
(4): ULC Semaphore Requests: Waited (count)

SEMAPHORE WAIT LOG
(4): Log Semaphore Requests: Waited (count)

BUSIEST SPINLOCK%
(1): Spinlock Contention per cache (%)

The BUSIEST SPINLOCK% values are the two highest values within a sequence.  The caches that they represent can vary from sequence to sequence.  The particular caches represented can usually be derived from sp_sysmonseq.  Note that although sp_sysmon (and therefor sp_sysmonseq) display spinlock contention to .1% the actual computation is to only integer values.  If there is only the default data cache then the title will be SPINLOCK CONTENTION and only one numeric column will be listed.  

The sp_mondevice columns are the same as from the sp_sysmon "Disk I/O management: Device Activity Detail" section.  All of the units are "count".

The sp_mondeviceagg columns are:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

READS DATA
Pages read other than from tempdb or a log.

READS TEMPDB
Pages read from tempdb.

READS LOG
Pages read from logs.  

WRITES DATA
Pages written other than to tempdb or a log.

WRITES TEMPDB
Pages written to tempdb.

WRITES LOG
Pages written to logs.  

SEMAPHORE GRANT
Disk I/O Management: Device Activity Detail: Device 


Semaphore Granted (sum)

SEMAPHORE WAIT
Disk I/O Management: Device Activity Detail: Device


Semaphore Waited (sum)

I/O DELAY
Disk I/O Management: I/Os Delayed by (sum)

This procedure is intended for systems where (almost) all of the devices are dedicated exclusively to either data or log usage.  It is also assumed that tempdb will be on devices that have a name like "%tempdb%".  If tempdb has its own log the read/write values for it will be in the READS/WRITES LOG columns and not in the READS/WRITES TEMPDB columns.  The values in the examples are not accurate because (1) tempdb is on a device that also has user databases, and (2) not all of the databases had separate logs.

The sp_monindex columns are related to the sp_sysmon "Index Management" and "Transaction Profile" sections:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

DELETE OPS
Transaction Profile: Total Rows Deleted (count)

DELETE NCI%
Number of nonclustered indexes affected per delete 


(average %)

INSERT/UPDATE OPS
Transaction Profile: Total Rows Inserted/Updated 


(sum)

INSERT/UPDATE NCI%
Number of nonclustered indexes affected per insert/


update (average %)

PAGES SPLIT
Index Management: Page Splits (count)

PAGES MERGE

Index Management: Page Shrinks (count)

ROW ID PAGES

Index Management: RID Upd from Cust Split

ROW ID ROWS

Index Management: # of NC Ndx Maint

INDEX SCANS ALLPAGES
Index Management: Ascending Scans + Descending



Scans (count)

INDEX SCANS DATAONLY
Index Management: DOL Ascending Scans + DOL



Descending Scans (count)

The sp_monlock columns are the same as from the sp_sysmon "Lock Management" section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

TIME
End time of the interval

LOCK REQUESTS
Lock Summary: Total Lock Requests (count)

LOCK WAITS
Lock Summary: Avg Lock Contention (count)

LOCK PMOTES
Lock Detail: Total Lock Promotions (count)

TIMEOUTS
Lock Detail: total Lock Timeouts (count)

HASH LOOKUPS
Lock summary: Lock Hashtable Lookups (count)

HASH LENGTH

Lock Summary: Avg Hash Chain Length (count)

DEADLOCKS FOUND
Lock Summary: Total Deadlocks (count)

DEADLOCKS SRCHD
Lock Summary: Deadlock Searches (count)

The promote failures value may not be reliable; Sybase has not verified that the values are what they appear to be.  Also Sybase has not yet confirmed that there is a bug when lock thresholds are set for non-trivial (100% of the pages) promotions.

Using isolation level 0 will obviously reduce the number of lock requests and probably should be in this report.  However it was easier to be consistent with sp_sysmon which has it in the Data Cache Management section.  The level 0 Page Requests and Dirty Read Re-Starts are reported by sp_moncacheagg.

The sp_monmeta columns are the same as from the sp_sysmon "Metadata Cache Management" section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

TIME
End time of the interval

TOTAL FAILS
(three sections): Reuse Requests: Failed (sum)

OPEN DATABASE FREE
Open Database Usage: Free (count)

OPEN DATABASE REUSE
Open Database Usage: Reuse Requests: Succeeded 


(count)

OPEN OBJECT FREE
Open Object Usage: Free (count)

OPEN OBJECT REUSE
Open Object Usage: Reuse Requests: Succeeded 


(count)

OPEN OBJECT SPIN%
Object Spinlock Contention (%)

OPEN INDEX FREE
Open Index Usage: Free (count)

OPEN INDEX REUSE
Open Index Usage: Reuse Requests: Succeeded


(count)

OPEN INDEX SPIN%
Index Spinlock Contention (%)

OPEN INDEX HASH%
Hash Spinlock Contention (%)

The sp_monmode columns are the same (other than for intentional misspellings) as from the sp_sysmon "Transaction Profile: Transaction Detail" section.  The units are "count".

The sp_monnetwork columns are the same as from the sp_sysmon "Network I/O Management" section:

Column
Equivalent fields/units 
SEQ
Sequence key for other stored procedures

TIME
End time of the interval

NETWORK I/O REQUESTS
Total Network I/O Requests (count)

NETWORK I/O DELAYS
Network I/Os Delayed (count)

KB/MB RECEIVED
Total Bytes Rec'd (KB or MB)

KB/MB SENT

Total Bytes Sent (KB or MB)

AVERAGE BYTES/PKT RCVD
Avg Bytes Rec'd per Packet

AVERAGE BYTES/PKT SENT
Avg Bytes Sent per Packet

(TDS) LOAD% MIN-MAX
Min/Max (sum (Engine N TDS Packets Rec'd/Sent) / sum (Total TDS Packets Rec'd/Sent))

Depending upon the network volume RECEIVED/SENT values could be (uniformly) in either KB or MB.

The sp_monulc columns are the same as for the sp_sysmon "Transaction Management: ULC Flushes to Xact Log" section:

Column 
Equivalent fields/units 

SEQ
Sequence key for other stored procedures

FULL ULC
by full ULC (count)

END XACT
by End Transaction (count)

DB CHANGE
by Change of Database (count)

SYS LOG
by System Log Record (count)

OTHER
by Other (count)

SMPHR WAIT ULC
ULC Semaphore Requests Waited (count)

SMPHR WAIT ULC
Log Semaphore Requests Waited (count)

MAX ULC SIZE
Max ULC Size ("count")

Appendix E

Release Changes from 120B (March 1, 2001)

File
Stored Procedure
Change

monitor1
sp_moncache
Corrected "prefetch_page_realigned" to 



"prefetch_page_realign".  (Large I/O % was 



understated.)  Apparently this was also a bug in 



sp_sysmon 11.5.1.  Corrected MRU% by multiplying 



by 100.  Changed #moncache.buftot from int to



double precision.


sp_monlock
Lengthened HASH LOOKUP output from nine 



characters to eleven in order to avoid overflow.


sysmonseq
Created from sp_sysmonseq and loaded into 



##database instead of sybsystemprocs.


sp_sysmonseq
Changed to a "shell procedure" that executes 



sysmonseq.
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